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ABSTRACT

Software Defined Networking (SDN) is an infrastructure platform for delivering simplified and compliant 
services with flexible services. These are the means of centralized maintenance and adaptive functions. 
SDN is affected by various contention flows and causes network performance issues. In this case, we need 
to provide efficient solutions to handle conflicting flows with better priority and actions. In this paper, we 
propose a DeepQ Residue method for analyzing normal and conflicting flow scenarios in the load balancing 
phase. During simulation, an open SDN network is generated using TensorFlow. We use a Hybrid Support 
Vector machine with an improved decision tree method to predict accuracy and performance. In this case, 
we analyze threads from 1000 to 100 000 in increments of 10 000 threads in each iteration. Here, we train 
a deep belief network with a decision-free feature for environmental simulation. Based on the simulation 
results, the accuracy of our proposed method reaches 97 %, and we compare the results with the results 
of various existing methods. Our proposed algorithm provides a high-performance SDN application with 
different conflicting load-balanced flows.
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RESUMEN

Las redes definidas por software (SDN) son una plataforma de infraestructura para ofrecer servicios 
simplificados y compatibles con servicios flexibles. Se trata de medios de mantenimiento centralizado 
y funciones adaptativas. SDN se ve afectada por diversos flujos de contención y provoca problemas de 
rendimiento de la red. En este caso, necesitamos proporcionar soluciones eficientes para manejar los flujos 
conflictivos con mejor prioridad y acciones. En este artículo, proponemos un método DeepQ Residue para 
analizar escenarios de flujos normales y conflictivos en la fase de equilibrio de carga. Durante la simulación, 
se genera una red SDN abierta utilizando TensorFlow. Utilizamos una máquina de vectores de soporte híbrida 
con un método de árbol de decisión mejorado para predecir la precisión y el rendimiento. En este caso, 
analizamos hilos de 1000 a 100 000 en incrementos de 10 000 hilos en cada iteración. Aquí, entrenamos una 
red de creencia profunda con una característica sin decisión para la simulación del entorno. Basándonos en 
los resultados de la simulación, la precisión de nuestro método propuesto alcanza el 97 %, y comparamos 
los resultados con los de varios métodos existentes. Nuestro algoritmo propuesto proporciona una aplicación 
SDN de alto rendimiento con diferentes flujos conflictivos de carga equilibrada.

Palabras clave: Redes Definidas por Software; Equilibrio de Carga; Flujo en Conflicto; Precisión; Predicción.
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INTRODUCTION
Software Defined Networks has data plane and control plane distributed networks. Each is choice producing 

system with data traffic and transfer flows. These network allows to the providers has flows rules such as 
routing,(1) qualify of services,(2) network traffic,(3) forwarding.(4) SDN has network architecture and split the 
network into layered services. In this case control and forwarding logic has various flows and components 
frameworks. Open flow is the major issue in SDN and need to maintain flow table for avoiding conflict and 
balance the loads based on the request. For example Amazon web services enables in build load balancer for 
monitoring the flow controls.(5)

While selecting SDN we need to consider controllers,(6) networking operating systems,(7) application 
programming interface(8) feature and flow table optimization.(9) The each action flows are recorded and 
controller will be activated based on open flow request. The open flow structure is shown in figure 1 and which 
has multiple connected components. Open flow is the controller which has link between flow table and priority 
index. Each flow table loads are configured by controller and each packet are processed by using store and 
forward feature.(10) 

Figure 1. OpenFlow SDN operation flow and plane

Flow table has priority index,(11) matching the flows,(12) packet delivery,(13) counters(14) and conflict actions.(15) 
Cookies are enabler to select the incoming packet information, address the flow priority, matching the packet 
and conflict flow. In this case total response time, time out representations, idle request time, total turnaround 
time and waiting time are considered. The controller will adjust the filter and delete the unwanted/redundant 
flow data. This paper we propose hybrid support vector and enhanced decision tree approach for classification, 
accuracy and prediction index of conflict flows in SDN.(16) 

Its conflict detection system is deployed by using deep learning features. The iteration based evaluation 
is done to assess the performance. In this paper Decision tree method is applied for generating deep belief 
network and support vector machine for analyzing performance. Detect and classify the conflict flows by 
measuring accuracy, precision, recall and execution time by varying flows at different intervals.  This paper is 
organized as section 2 gives various related works, section 3 gives proposed system process, section 4 explain 
algorithms and SDN simulations and section 5 gives conclusion and future enhancement. 

Related Work
SDN is a new technology which has high flexible factors. Application of SDNs is to manage balancing the 

loads, access controls, routing and performance. Manikandan et al, decoupling has logic of network control 
and network performance measurements. This case networking performance can be selected based routers, 
network flow features and infrastructure requirements. Wong et al, organizing the network based on network 
partitions and control function with fast forwarding features.(17)

Configuration control is another factor to set the efficiency of the network and fix the framework. Chiago et 
al, SDN has various advantages and one of the major requirements is centralized monitoring feature with efficient 
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network capabilities. Based on various literatures control and data plane leads the hardware components and 
increase the choice the vendors. We test the simulations using commercial software with various networking 
devices such as routers, switches, gateways and storage servers.(18) 

OpenFlow is the layered features which has centralized embedded features connected components functions. 
Control layer has networking functions with running environments. Sunaiman and Runge et al, proposed that 
infrastructure, control and application layers are major key players for evaluating the SDN. Application layer 
focused on business results, control layer has network services and protocols, infrastructure layer provide 
connected components with resources.(19)  

Based on various related works table 1 shows that the algorithm and accuracy index of SDN dataset. 
Depending upon the data transmission we need an efficient approach to detect routing protocols, efficient 
transmission and gained network traffic. 

Table 1. Various Literature result

Year Dataset Accuracy Algorithm

2021 MNRE Set 87 % CNN Classifier

2020 Information FlowSet 78 % ReactJS

2018 CCN Set 79 % Hypervisor

2015 MultiSet 82 % RNN Flow

2014 ObjectSet 76 % VM Optimizer

2010 DetectOFF 75 % ModuleSPLIT

Source: IEEE CS,2022

From the various suggestion internet is major key player for affecting the network system with the aggregation 
of network virtualization and services.(20) We propose a hybrid approach to handle the network by means of 
multilingual dataset. 

Proposed Method – Hybrid Support Vector Machine with Enhanced Decision Tree
Proposed method is implemented by using below figure 2. In this approach our system collects the conflict 

flows and normal flows by using open flow table results which is obtained from deep belief networks. In this 
method has three phases such as topological representations, creation of rules and open flow table for conflict 
flow.(21)

Figure 2. Proposed Generator model – Flow Table process

The proposed method has detection and classification phase. Detection phase is used to detect the flows 
such as normal and conflict flows. In this phase we used hybrid support vector machine is applied to controller 
plane to analyze the behaviours. In this case each feature is observed and stores the MAC, IP address and their 
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actions. OpenFlow is used to forward the normal flows to open way and transmit the representation. Other 
scenario conflict phase representations are recorded. Each phase the classification is done for measuring the 
accuracy.(22)

Figure 3. Flow chart for selection Support vector results using OpenFlow

Hybrid Support Vector Machine representations
Rule 1: Mac address is collected from each frame space (r) and corresponds to tuple representations (s,d) 

where they are source and destination address
Rule 2: The subset is observed by using 32 or 64 bit number which has IPv4 or v6 address with respect r
Rule 3: The segment phase is calculated from using s,d values and tuple representation results
Rule 4: Each tuple has source, destination, frame size, packet values, payload and denotation. It is 

represented as {s,d,f,p,x,y}
Function f : N -> number of flows rules
Which is obtained from each action field values and generated the decision tree as shown in figure 4
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Figure 4. Deep Belief Network Generation by using Flow rule

Hence
R : f(N) based on ancient rule with setup transmitted and guided rules with respect to g,

Where as 
If r = f(N) --- a and a = f(x,y) .... b then a,b belongs to region specific results
Below is the algorithm for generating SDN flow with respect to enhanced decision tree representations,
Algorithm 1: OpenFlow rules for generating decision tree of SDN using Conflict flow results 
Input: Set of Flows L, R Host, Attack-D, P-Priority, T-Protocol, A-Action 
Output: Conflict Rules and Deep Belief Networks 
Stored - Procedure: topology(), Conflict_rule(), general_flow(), result()
1.topology (L,R,D,P,T,A) 
2. L : (L X 10/1000) + D 
3. D <- L/X + N 
4. P<- X/2, Y/10, A(N) 
5. For x is in N where (1, L+1) 
6. Update the rules upto 6 = conflict rules 
7. Conflict %  == 10 
8. if (P > P(n), T = T(n), A= A(n), Y, X. addr(IP). Addr & & Y.addr (IP)) then 
9. return conflict_rule(x)
10. else if (P< P(n), T= T(n), A ≠A(n), X. addr(IP) && Y. addr(IP)) then 
11. return topology(x,y)
12. else if (P < P(n), T = T(n), A ≠ A(n), X. addr (IP) || Y. addr(IP)) then 
13. return general_flow(y)
14. else if (P < P(n), T=T(n), A ≠ A(n), X. addr(IP) ∩ Y. addr(IP)) then 
15. return result(L,R,X,Y)
17. return conflict_rule()
18. else if (P < P(n), T=T(n), A = A(n), X. addr(IP) U Y. addr(IP)) then 
19. return result(x,y)
20. else, (P= P(n), T = 0, A = A(n), X. addr(IP) ∩ Y. addr(IP) or N. addr(MAC) = R) then 
21. return 1
22. Flow_Cookie = = 0 
23. select L8
24. if buffer_Id = = 1000 then 
25. classifier = conflict_flow(), cookie = topology(), buffer = 1, P= A(n)
26. else classifier =result(R,IP,MAC,N) 
27. ip-address = packet.get()
28. src_ip = ip-address.src 
29. dst_ip = ip-address.dst 
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30. IP_Protocol = ip-address.protocol 
31. Match = import.CSV || update.CSV
Algorithm of Enhanced Decision Tree procedure
Based on above representations support vector machine has selected the performance index of SDN. This 

algorithm detects the conflict flows based loads and summarized as
a. Select and run algorithm values and their features
b. Check status of each flows
c. Apply open flow method to detect the normal and conflict
d. Classify the flows and generate deep belief network using below figure 4

The phase 2 proposed based on classification index which is implemented by controller plane behaviours. 
Here priority factors are set as IP address, action and types. From the Figure 4 shows that detection model and 
classification model

Detection  {Learning model, Training flow, Detection algorithm, Testing and Generate Flows}
Classification  {Controller, Detection results, Decision Tree, Testing and Accuracy}

Figure 5. Detection and Classification Model Operations

The classification types has correlation index, generalization, shadowing techniques, overlapping factor 
and classification. Based on these categories we summarized as implement the decision tree classifier, apply 
detection flow rules, classify the priority and count the features based on iterations. 

Experimental Setup and Simulations

Table 2. Specification of TensorFlow Simulators input

Hardware Specification GPU Computing with 3.5GHz Intel i5 Processor, 1TB HDD and 8GB RAM

Operating System Ubuntu above 15

OpenFlow RYU switch OpenFlow Version

Software Python Interpreter

Flows 1000 to 100000 with Iterations

Topology Fat free topology
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Our research objective is to generate and collect the flows. Based on that we simulate the SDN and classify 
the flows as normal or conflict flows. In this case RYU classifier is proposed and TensorFlow is used for simulating 
the environment. Virtual box is enabled to activate the system and table 2 is listed for simulation specification 
of our network.

From the table 2 specification is applied for our simulation process. Fat free topology structure framed 
based on decision tree representation is shown in figure 5. In this case traffic generation is consisting of 1000 
to 100000 flows with n number of iterations. Every server has multiple ports with respect to 8050, 9090, 7070 
flow values. It is switching technique to hold the process and generate the accuracy index. 

Figure 6. Decision Tree Generated based table 1 using TensorFlow

It is possible to detect the decision tree result using analytical representation using given dataset. In this 
case each reference parameters are analysed by using decision tree results. We test the results by using below 
step

a. Generate decision tree components in each control plane
b. Import all the generator rules and learning functions
c. prepare all the flows size value and train the dataset
d. Apply 70 % of generated flows and test the performance
e. Apply remaining 30 % to test dataset and prepare confusion matrix 
f. Calculate the accuracy index for measuring performance

From the above procedure we calculated accuracy, precision, measure and recall factors. They are 
performance indicators for measuring the SDN performance by using conflict flows and load representations.

F(accuracy) = F(True_Positive) + F(True_Negative) / F(True_Positive + True_Negative + False_Positive + 
False_Negative)

F(Precision) = F(True_Positive) / F(True_Positive + False_Positive)
F(Measure) = 2 X (F(Accuracy) / F(Precision) / N
F(Recall) = F(True_Positive) / F(True_Positive + False_Negative)
Execution Time = Time (start) && Time (Finish)

From above representation we used TensorFlow simulator for testing the dataset. The below table is showing 
that the result of our proposed method.

From the above table 3 we test the dataset flow from 1 000 to 100 000 flow with the iteration of 1 000, 2 
000, 5 000, 10 000 flows. We applied our proposed algorithm and achieved average accuracy of 97 %. Also we 
compare our proposed algorithm with various existing methods and iterations.
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Table 3. Accuracy result of our proposed method by using TensorFlow simulations

Iteration Flow Dataset Accuracy Precision Recall Execution Time (ms)

1000 1000 96 % 15 % 88 % 1,12

5000 97 % 17 % 86 % 1,23

10000 95 % 18 % 86 % 1,54

20000 96 % 17 % 84 % 2,03

50000 96 % 15 % 85 % 2,25

60000 97 % 16 % 86 % 2,87

70000 96 % 17 % 87 % 3,45

80000 97 % 17 % 86 % 4,05

90000 96 % 16 % 87 % 5,34

100000 98 % 15 % 85 % 6,23

2000 1000 97 % 16 % 86 % 1,27

5000 96 % 17 % 87 % 1,56

10000 97 % 17 % 86 % 2,23

20000 96 % 16 % 87 % 2,56

50000 98 % 15 % 85 % 3,25

60000 97 % 16 % 86 % 4,23

70000 96 % 17 % 87 % 5,23

80000 97 % 17 % 86 % 5,45

90000 96 % 16 % 87 % 6,02

100000 98 % 15 % 85 % 7,02

5000 1000 95 % 18 % 86 % 1,46

5000 96 % 17 % 84 % 2,34

10000 96 % 15 % 85 % 2,56

20000 97 % 16 % 86 % 3,02

50000 96 % 17 % 87 % 3,59

60000 95 % 18 % 86 % 4,25

70000 96 % 17 % 84 % 5,34

80000 97 % 17 % 86 % 6,27

90000 96 % 16 % 87 % 7,45

100000 98 % 15 % 85 % 8,28

10000 1000 96 % 17 % 87 % 2,24

5000 97 % 17 % 86 % 3,45

10000 96 % 16 % 87 % 4,45

20000 98 % 15 % 85 % 5,34

50000 97 % 17 % 86 % 6,46

60000 96 % 16 % 87 % 7,27

70000 97 % 17 % 86 % 8,45

80000 97 % 17 % 86 % 9,05

90000 96 % 16 % 87 % 10,34

100000 98 % 15 % 85 % 11,23

From the above table 4 shows that comparison of proposed hybrid support vector machine with enhanced 
decision tree approach. We compared the accuracy factor with existing methods such as virtualized load 
balancer, CNN Classifier Sybase Pycode with various iterations and SDN Dataset. From that result our proposed 
system accuracy index is higher than other methods.
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Table 4. Comparison of Proposed method with existing methods

Iterations Dataset Virtualized 
Balancer CNN Classifier Sybase Pycode Proposed Method

1000 1000 77 % 68 % 77 % 96 %

50000 75 % 66 % 76 % 98 %

100000 78 % 65 % 75 % 98 %

2000 1000 77 % 67 % 75 % 97 %

50000 74 % 68 % 75 % 96 %

100000 76 % 66 % 76 % 98 %

5000 1000 75 % 67 % 75 % 95 %

50000 75 % 65 % 77 % 96 %

100000 76 % 65 % 76 % 98 %

10000 1000 76 % 67 % 74 % 96 %

50000 76 % 67 % 75 % 97 %

100000 76 % 66 % 78 % 98 %

Figure 7. Comparison of proposed results with existing systems

CONCLUSION
This paper proposed Software Defined Network conflict flows accuracy prediction using deep learning. We 

used hybrid support vector machine with enhanced decision tree approach for calculating performance. In 
this case we tested 1 000 to 100 000 control flow dataset with multiple iterations. OpenFlow conflict rule are 
generated and deep belief network is obtained using TensorFlow. Fat free topology is prepared as decision tree 
results. From this we measured accuracy, precision, recall and execution time. We achieved 97 % accuracy 
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result with various iterations flows and dataset. Also we compared results with existing method. In future we 
will apply this method to various real time smart applications. 
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