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ABSTRACT

Data loss and recovery are important factors that directly affect the efficiency of the wireless sensor network 
(WSN). The wireless channel characteristics have a significant impact on data transmission and reception. 
On the receiver side, the most difficult tasks are maximizing packet delivery ratio and recovering lost data. 
In some cases, cyclic redundancy check (CRC) based algorithms can provide better data recovery. The CRC 
method can be made adaptive by using channel characteristics to correct the error bits. This paper evaluates 
the performance of the proposed machine learning-based efficient routing protocol (ML-ERP). For data 
recovery, the CRC with channel impulse response (CIR) prediction based on sensor node location information 
was used.  The data recovery capability of ML-ERP increased the network efficiency in terms of packet 
delivery ratio. Also, due to less data loss, the energy efficiency of the network was also improved by almost 
6 % over existing protocols.

Keywords: ML-ERP; WSN; CRC; CIR; Data Recovery; Machine Learning.

RESUMEN

La pérdida y recuperación de datos son factores importantes que afectan directamente a la eficiencia de la 
red de sensores inalámbricos (WSN). Las características del canal inalámbrico tienen un impacto significativo 
en la transmisión y recepción de datos. En el lado del receptor, las tareas más difíciles son maximizar el 
ratio de entrega de paquetes y recuperar los datos perdidos. En algunos casos, los algoritmos basados en 
la comprobación de redundancia cíclica (CRC) pueden proporcionar una mejor recuperación de los datos. 
El método CRC puede hacerse adaptativo utilizando las características del canal para corregir los bits de 
error. Este trabajo evalúa el rendimiento del protocolo de enrutamiento eficiente basado en aprendizaje 
automático (ML-ERP) propuesto. Para la recuperación de datos, se utilizó el CRC con predicción de respuesta 
al impulso del canal (CIR) basada en la información de localización de los nodos sensores.  La capacidad 
de recuperación de datos de ML-ERP aumentó la eficiencia de la red en términos de ratio de entrega de 
paquetes. Además, debido a la menor pérdida de datos, la eficiencia energética de la red también mejoró 
en casi un 6 % respecto a los protocolos existentes.

Palabras clave: ML-ERP; WSN; CRC; CIR; Recuperación de Datos, Machine Learning. 

INTRODUCTION
Due to the wide range of applications that wireless sensor networks (WSNs) can have, there has been a lot 
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of interest inthese networks recently. These are used to boost production efficiency in a variety of applications 
in industry.

In the field of ratings based recommendation systems, missing entry filling is performed to get ratings 
for unrated entries. This task is analogous to filling missing bits. Matrix factorization-based techniques for 
minimum error data recovery are popular in such data mining applications. It has recently been demonstrated 
that implementing the Matrix Completion (MC) technique, which is thought of as an extension of compressive 
sensing (CS), enhances wireless network efficiency. If the received data matrix has a low-rank structure, the 
partially received elements can be used to recover it with high accuracy.(1) Data is first directly detected 
in compressed form, and then the energy-intensive high-energy recovery process is carried out by the sink 
node. The computing complexity is thereby moved from the sensor nodes to the sink. This reduces energy 
consumption while simultaneously meeting the needs of devices with limited resources.

Thus the matrix completion method is useful for data recovery in signal processing applications, as the 
signal is composed of a time domain. The correlation coefficients that are required during data recovery are 
thus useful for the MC method. There is common data amongst sensors belonging to the same region, and such 
redundancy can be correlated in dense WSNs. In addition, the channel characteristics for each sensor node are 
different as per a change in location. The clustering algorithm can be applied for zonal segmentation of these 
sensor nodes. In such network configurations, cluster head (CH) based data aggregation becomes efficient and 
energy intensive, as all the CHs have common goals. This requires composition of a set of rules for all CHs in 
the network while collecting and forwarding the data. Using MC theory, the active nodes transmit their readings 
to the sink. However, some nodes are silent and do not take part in sensing. The twofold compression method 
is the updated version on paper.(2)

In contrast to Kortas et al.(2) cluster heads in WSN are chosen to have good links with the most nodes within 
the zone. During CH charging, nodes must gather various information from sensor nodes in addition to sensed 
data. This shows both control packet overhead along with data packet overhead may give rise to traffic. The 
increased traffic is the main cause of congestion events within the network.(3) MC theory can provide much more 
robust data recovery capability with the deterministic approach of selecting active nodes.(4,5)  

The work presented in this paper is based on data recovery and efficient routing in WSN. The machine learning 
based efficient routing protocol (ML-ERP), which can be used in WSN, is presented. The cyclic redundancy check 
(CRC) with use of channel impulse response (CIR) method was developed. The machine learning based approach 
was used for predicting the channel characteristics, which reduces the computational complexity, thereby 
improving the efficiency in terms of packet delivery ratio, energy consumption, and average end to end delay.

Literature survey
This section discusses data recovery techniques used in wireless networks and wireless sensor networks. The 

significance of CS theory is addressed by referring to techniques from several researchers in the field.
The coefficient based representation of data is feasible as WSN signal patterns are dependent in both the 

time and space domains. The sparse nature of the data is responsible for increasing the complexity in data 
recovery mechanisms. Also, it has been shown(6,7) that a low dimensional architecture for recovering possibilities 
is an important aspect. Signal capture and reconstruction using coefficients is thus possible in such applications. 

Kumar et al.(8) show the suitability of CS for such a recovery. Data recovery from signals is more precise with 
CS theory as the degree of sparsity increases. Most of the cases can be observed with a Nyquist criteria based 
approach where information signal characteristics play an essential role.(9,10,11) Under-determined linear systems 
have been addressed using efficient convex relaxation and greedy pursuit-based techniques like NESTA.(12) In a 
similar war way L1-MAGIC(13) also works. The sparsity is addressed with the use of orthogonal matching pursuit 
(OMP).(14)

Along with lowering the recovery error, the channel characteristics were used to recover the incoming data 
matrix's empty columns. There was a chance that there could be empty columns because the measurements 
were sent based on a presence probability. On the other hand, Zhou et al.(15) used an MC technique based on 
Bayesian inference and the temporal stability feature to interpolate missing data. 

Fragkiadakis et al.(16) also contemplated combining MC with CS. Prior to employing the MC to recover any 
lost or unsampled data, they employed the CS to compress the sensor node readings. However, it has not 
been compared to other cutting-edge ways to demonstrate this approach's true value. The signal space time 
correlation becomes crucial during the CS based approach which mainly focuses on compression and sparseness 
of the signals.

The approach proposed by Wang and cols., (17) is overcome for sparsity problems by He et al.(18) in which the 
graph-based transform sparsity approach is used. K. Xie et al.(19,20) shown the constrained optimization problem 
was resolved in the decoding part by integrating the sparsity and low-rank features and employing multipliers 
in the alternating direction.

Machine learning has shown dominance in every field today. During data recovery in WSNs, machine learning 
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approaches are also considered and it has been discussed the uses of machine learning in WSN applications.
(21) The unsupervised learning along with use of k mean clustering and principal component analysis (PCA) 
are discussed along with multiple challenges while applying machine learning in WSN. Use of redundant data 
due to common data generation from multiple nodes within the same zone is used for internet of things (IoT) 
applications. The machine learning based multiple attributes method is used to predict the lost data and fill the 
missing data. The efficiency improvement is shown with the use of machine learning methods.(22) 

Moreover, a deep learning strategy with the use of convolutional neural network (CNN) for data recovery 
in health monitoring WSN.(23) The structured data communication pattern is considered in this method. The 
missing data from the structure is predicted using CNN model where predefined structured data is used for 
training purposes. The unsupervised machine learning strategy is evaluated for information centric WSNs.(24)

The problem with MC recovery in the presence of subsequent data loss or corruption, known as structure 
defects, is that data loss due to fading characteristics of the channel or sensor node failure leads to missing 
data.(6)

Based on multiple studies, the channel characteristics and MC theory can be correlated to efficiently 
recover the data along with machine learning methods. Our work considers channel characteristics as a critical 
parameter that can meet the requirement for assessing data recovery. Regression-based data prediction is 
employed for channel characteristics prediction, and CRC based recovery was used for recovering the messages 
that are communicated with an encoding-decoding-based approach.

Proposed work
The main objective of the proposed work was to recover lost data in WSN. Data recovery is now handled 

more efficiently in networks based on 3G or LTE. During the recovery process, the data received is encrypted. 
This shows the problem of easy guessing for rounding off techniques during the recovery process. The Linear 
Feedback Shift Register is used in today’s networks in which g(x) acts as a connection polynomial and the Cyclic 
Redundancy Check (CRC). The drawback of typical CRCs for detecting random errors is that they lack a reliable 
method for identifying bad information. By merging quick generator polynomial computing techniques with 
cryptographic hash functions, error-free communication in WSNs can be achieved. The proposed system for 
data recovery in WSN consists of the stages shown in figure 1.

Figure 1. Proposed System Block diagram

Data recovery and Channel characteristics
The data recovery problem is similar to the missing entry filling. Popular algorithms, such as Matrix 

Completion(25), have shown significant improvement in data recovery. 
The received data is calculated using impulse response equation as,

Hence, 

where x(n) is the input data vector and h is the CIR matrix to get output data vector y(n). In equation (1) h 
can be calculated to get x(n) from received y(n) using node location information. Each calculation step of h may 
lead to a complex computational requirement when new location information from another node is received. 
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To minimize the computational complexity, a neural network model can be used to predict the value of h. 
Predicted h is used for original data recovery in this work.

The CIR matrix h contains numeric data and hence, it is the regression work. The h' matrix can be predicted 
using a historical set of h'i matrices. During the training and testing phase, the proper estimation of h' for a new 
site is performed (xi, yi). The third value of noise, which varies based on the distance from a particular point, 
is an important component for extracting channel characteristics. As a result, the noise level is likely to be 
random, and the noise amplitude could vary in line with the characteristics of the Rayleigh channel.

The location data is used as the goal h value input vector while training a neural network. The machine 
learning experiment employed 100 data vectors of this type.

From the perspective of a generic application, the prediction of numerical data is a regression problem. 
First, the results of the matching item number prediction are verified using a linear regression model. The 
growing mean square error is seen in the data. The multiple regression model is employed because of the 
substantial amount of input data vectors. Multiple collinearity and errors from non-normal data are significant 
factors in multiple regression analysis. The coefficients exhibit non-correlated features when ordinary least 
square estimations are performed on the explanatory variables. A linear regression formula, 

 

where the goal vector is Y and the input vector is X.
The least square estimates for parameter are provided by,

 

The estimation of the value given by, using the minimization function 

 

Unbiased least squares (LS) in a normal distribution is the unbiased linear estimator with the lowest variance. 
On the other hand, it is impossible to interpret individual coefficients if the explanatory factors are highly 
correlated. Additionally, this method increases standard errors because of the coefficients' multicollinearity. 
Therefore, selecting the appropriate regression model is crucial. 

Consequently, the best option to this least square is ridge regression. We prefer ridge regression over LS 
because it enhances the estimation with the addition of a diagonal constant to the matrix while having no bias 
but a high variance. Variance is decreased as a result of this technique. Ridge regression estimates this as, 

 

I is the PXP identity matrix in equation (3), and K is the unidentified biasing constant. K's value can be 
calculated as, 

where, 
 

To lower the mean square error and hence reduce variance, the bias value in ridge regression is increased. 
When the dataset is small, biasing parameters provide more effective variance control. With a large dataset 
and Bayesian regression, the performance minimizes variance and can be further improved. Using a large 
dataset and a probabilistic approach with Bayesian regression can raise the effective likelihood in the results 
of multiple regression. The formula for The Bayes' Theorem is, 

In Bayes' Theorem, probabilistic occurrences are taken into account together with events A and B, and P 
stands for the corresponding probabilities. 

There is a proportional relation in the posterior distribution of Ordinary Least Square (OLS) and likelihood, 
as in the preceding calculation.

 A huge dataset could be used to boost this likelihood. The increased likelihood of forecasting with the least 
amount of mean square error (MSE) is the parameter of evaluation. The Bayesian ridge regression mathematical 
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model is provided by,

where λ is the proportion of bias to variance in squared terms for weights w at input I at point p. Bayesian 
Regression based efficient routing protocol ML-ERP is developed. The algorithm for ML-ERP is explained here. 
Algorithm:

1. Initialize the network.
2. Collect location information from all sensor nodes.
3. Calculate CIR matrices for each location using machine learning method.
4. Start receiving the data from transmitting nodes.
5. Apply CRC for recovering lost bits with use of CIR.

RESULTS AND ANALYSIS
A comparison of different methods based on the use of different attributes is shown in Table 1.

Table 1. Comparative of recovery results using different methods

Techniques
Data recovery 
Application in 

WSN
Predefined 

Data Structure
Machine Learning 

(Conventional 
Models)

Deep 
Learning 
models

Regression 
Model

Recovery 
Score

Energy Aware Matrix Completion(2,3) Yes Yes No No No 89 %

Orthogonal Matching(14) Yes Yes No No No 85 %

Deep Learning(22) Yes No No Yes No 95 %

CNN(23) Yes Yes No Yes No 95 %

Unsupervised Machine Learning(24) Yes No Yes No No 90 %

ML-ERP (Proposed) Yes Yes Yes No Yes 98 %

The network configuration parameters are detailed in Table 2. When analyzing the performance of the data 
recovery model proposed in this work, the network configuration was critical. The amount of data sent, lost 
during communication, and recovered by using the recovery method was the main strategy followed in the 
experimental study. Figure 2 shows the network deployed during experimentation.

Table 2. Network Configuration Parameters

Number of nodes 1000

Area of WSN 1000m X 1000m

Communication Range of each node 30 meter

Amount of Data to be sent by each node 480 KB

Topology Random

Location of nodes Static

Channel Type Rayleigh Fading Channel

Sink Node Location (Rx Node) Centre

Protocols HM2LP, EESAA, EESRA, M-IWOCA, LEACH

Initial Energy 100Jules

Figure 2. Sensor nodes deployed with Sink node at the centre
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Dataset Prep
The training of regression models was performed. Figure 3 and 4 show MSE and RMSE analysis on the 

predictions. Equation (10) and (11) show MSE and RMSE analysis.

Figure 3. Regression model prediction MSE analysis

Based on MSE and RMSE analyses, the Bayesian Regression Model was found to be better. This model was 
compared with other models.

Figure 4. Regression model prediction RMSE analysis

Manel Kortas et al.(25) have given a technique that is based on the Matrix Completion (MC) methodology 
with the use of matrix factorization. Decomposition and multiple iterations of multiplication are performed in 
matrix factorization for missing data recovery by comparing known values with the multiplication outcome.  The 
calculations are either continued in terms of error threshold or stopped after a certain number of iterations. 
This method shows the dependency on the number of missing values and their closest match requirement when 
matrix factorization is applied. The closest match may thus require a large number of iterations, which may 
consume a significant amount of computational time and increase network latency.

Inter-node correlation is considered to present a complementary minimization problem. Interpolation 
increases the likelihood of recovering readings lost due to channel effects or node failures.

The comparative best performing Bayesian Regression from the proposed work is compared with MC.(25) The 
results of comparison are shown in figure 5. Bayesian regression showed an improvement in performance over 
MC(25) in terms of RMSE, MSE.
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Figure 5. Comparison of MC and proposed method for MSE and RMSE analysis

Figure 6 shows the amount of data lost during communication in a 100 nodes scenario and the amount of data 
recovered compared to the total amount of data sent by using MC(25) and Bayesian Regression based methods.

Figure 6. Comparative analysis of amount of data recovered

In WSN, models are deployed to analyze the packet delivery ratio and energy efficiency. The residual energy 
analysis was performed by comparing the performance with other WSN protocols. To evaluate the performance 
of ML-ERP, it was compared with the LEACH,(26) HM2LP,(27) EESAA,(28) EESRA,(29) M-IWOCA(30) protocols.

The Low Energy Adaptive Clustering Hierarchy (LEACH)(26) protocol simply uses the clustering in the network 
to improve the routing efficiency. The sleep mode is enabled during idle state of the sensor nodes and cluster 
head (CH) in Energy Efficient Sleep Awake Aware (EESAA)(28) protocol. The CG node aggregated the cluster's data, 
which was then passed on to the CH via the energy-efficient scalable routing algorithm (EESRA).(29) Modified-
Invasive Weed Optimization Based Clustering Algorithm (M-IWOCA)(30) uses a specific CH selection strategy such 
that it improves the network lifetime of the network compared to LEACH.

The lifetime analysis was performed for energy efficiency estimation of all the protocols. The first node 
died and the last node died in the total rounds of communication in the network analyzed. Figure 7 shows the 
lifetime analysis.

Figure 7. Comparative of Lifetime Analysis
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Figure 8. Packet delivery ratio and average end to end delay

Figure 8 shows the comparative analysis performed for packet delivery ratio and average end to end delay. 
The proposed ML-ERP shows 49 milliseconds of average end to end delay for the data of ten thousand packets. 
As LEACH has less computational complexity compared to other protocols, it has a very low average end to end 
delay. The packet delivery ratio of the HM2LP (27) protocol is better due to the virtual base stations formed with 
the use of rendezvous nodes. Hence, communication distance is less, which improves the chances of better 
reception. On the other hand, even with long distance communication in the proposed ML-ERP protocol, the 
packet delivery ratio was almost 90 %.

CONCLUSION
This paper contributes to machine learning-based channel prediction and cyclic redundancy check-based 

data recovery in wireless sensor networks (WSN). The regression problem for channel impulse response matrix 
prediction with the use of Bayesian regression shows fewer errors and hence better data recovery capability. 

The comparative analysis is done with matrix factorization based data recovery, and it is found that the 
matrix factorization is dominated in terms of RMSE and MSE by the proposed method.  Almost 98 % data is 
recovered during experimental analysis. 

The average end to end delay of 49 milliseconds and packet delivery ratio of 90% show satisfactory 
performance compared to other protocols during experimentation with the proposed machine learning based 
efficient routing protocol (ML-ERP). 

The lifetime analysis shows an increase in the number of rounds compared to other protocols for network 
survival for up to complete energy run out of the network's last node. Further, if the addition of clustering and 
rendezvous nodes is done, thus there are chances to improve the performance of ML-ERP.
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