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ABSTRACT

This paper presents a novel method for recognizing human emotions from gait data collected in an 
unconstrained environment. The method uses a bi-directional long short-term memory (FL-BiLSTM) network 
that is optimized by an augmented trickster coyote algorithm for feature selection and classification. The 
study focuses on overcoming the limitations of existing gait recognition systems that struggle with changes 
in walking direction. The paper evaluates the performance of the proposed FL-BiLSTM classifier method on a 
dataset of gait sequences with different emotions and compares it with existing methods. The results show 
that the proposed method achieves high accuracy, sensitivity, and specificity in emotion recognition from gait.
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RESUMEN

Este trabajo presenta un método novedoso para reconocer emociones humanas a partir de datos de la marcha 
recogidos en un entorno sin restricciones. El método utiliza una red bidireccional de memoria a corto plazo (FL-
BiLSTM) optimizada mediante un algoritmo de coyote embaucador aumentado para la selección y clasificación 
de características. El estudio se centra en superar las limitaciones de los actuales sistemas de reconocimiento 
de la marcha, que tienen dificultades con los cambios de dirección al caminar. El artículo evalúa el rendimiento 
del método clasificador FL-BiLSTM propuesto en un conjunto de datos de secuencias de andares con diferentes 
emociones y lo compara con los métodos existentes. Los resultados muestran que el método propuesto alcanza 
una alta precisión, sensibilidad y especificidad en el reconocimiento de emociones a partir de la marcha.

Palabras clave: Reconocimiento de Emociones; Giat; Selección de Características; Optimización; Coyote 
Embaucador.

INTRODUCTION
In human-computer interaction, emotion recognition has gained prominence in recent years, widely utilized 

for audio, video, and other purposes.(1,2,9) Emotion recognition techniques involve computer analysis of emotion 
data, extracting features to describe emotions, mapping these features to emotional states, and ultimately 
classifying emotions to discern psychological responses.(3,4,5) Currently, only a handful of robotic devices can 
discern human behavior beyond basic functions. Body motions and postures encode extensive information 
about participants, including their consciousness, intentionality, and emotions.(6,7) Gait, the way people walk, 
provides crucial human data applied in various contexts.(8,9,10) Integrating emotion detection by analyzing 
walking patterns enhances smart device functionality, aiding in fall prevention, disaster evacuations, and 
Parkinson’s disease diagnosis and treatment. Its non-intrusive nature and effectiveness in remote settings make 
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this capability particularly valuable, requiring no active participation from the individual.(11) Human behavior 
analysis relies on relative positioning of skeletal segments. Action recognition from skeletal features involves 
temporal motion analysis.(12) Gait recognition, with its varied applications, faces challenges, particularly in 
handling changes in viewing angles, affecting the perceptual relationship between walking direction and the 
camera’s axis.(3) To overcome these challenges, a novel architectural approach was inspired by multi-task 
training’s information-sharing mechanisms.(7) Deep learning and pose estimation advancements enable detailed 
skeletal and joint movement extraction in gait analysis. Graph-based structures replace conventional grids 
for skeletal-based features. Prior methods, using convolutional networks, faced challenges with graph data 
analysis.(4,13) While these algorithms offer faster data analysis and result generation, they may be less effective 
when handling extensive datasets.

As AI advances, deep neural networks enter emotion classification, efficiently handling vast emotional 
datasets to boost detection precision.(5) Body language recognition is challenging due to difficulty in collecting 
high-quality movement datasets, hindering research progress.(6) Deep learning models are often recommended 
for extracting critical frames, yet they suffer from large model sizes, leading to slow execution times.(2)

Traditional machine learning limitations drive the adoption of deep learning for gait recognition.(14) 
Autoencoders and convolutional neural networks (CNNs) exemplify deep learning techniques with multiple 
layers, allowing diverse data representations.(15) Deep learning eliminates character generation needs but 
requires high computing power. Earlier architectures underused body segment orientations. Lightweight, 
robust methods emphasizing skeletal movements are needed.(3) Deep learning directly extracts discriminative 
features, eliminating separate feature generation. However, its architectures require significant computing 
power.(16,17,18,19)

This research introduces an augmented Trickster Coyote optimization algorithm to enhance FL-BiLSTM 
classifier performance in gait-based emotion recognition. Inspired by the trickster coyote’s hunting strategies, 
it optimizes training and feature selection efficiently, promoting efficacy and resource efficiency for real-world 
applications.

Literature survey 
This section reviews emotion recognition methods based on body movement. Bhatia et al.(1) proposed a 

bi-modular structure for expression detection during walking, optimized with RMSprop. Effective in handling 
classification imbalance, it lacks spatial and temporal characteristic extraction for gait emotion identification. 
Dinh-Son Le et al.(2) proposed a simpler method for distinguishing movement classes, improving emotion 
identification. By employing keyframes, it reduces extraneous data, enhancing accuracy and lowering computing 
costs. However, the current keyframe extraction technique has lower emotion identification accuracy. MD. 
Shopon et al.(3) introduced a novel gait identification method on unrestricted paths using a graph neural network. 
It leverages kinematic connections and spatial-temporal information but overlooks skeletal features, recovering 
only a limited number of discriminating feature maps. Zhicheng Zhang et al.(20) proposed an improved binary 
coyote optimization algorithm (IBCOA) for feature selection. It utilizes two Sigmoidal transfer functions and 
an alpha-based mutation method. Evaluation on twelve UCI datasets demonstrates its superiority over other 
feature selection strategies. Rodrigo Clemente et al.(21) suggested incorporating a hyperbolic transfer function 
into a wrapper model with Binary COA (BCOA) for optimal feature subset selection in classification tasks. 
Evaluation on seven benchmark datasets illustrated BCOA’s ability to identify subgroups and achieve accurate 
classification with minimal features. Qingke Zhang et al.(22) introduced the Optimization State-based Coyote 
Optimization Algorithm (OSCOA), a variant of COA. Tested on 71 benchmark functions from various suites, 
OSCOA, along with seven optimizers, demonstrates efficacy and stability in real-world scenarios. Mahendra 
Bhatu Gawali et al.(23) introduced modified RL with BWF-COA to minimize error differences in movement. Results 
indicate substantial information gains compared to traditional models. Bei Pan et al.(24) introduced a novel 
multimodal emotion detection system using audio and visual information. Evaluation on three datasets showed 
average recognition rates of 60,77 % on BAUM-1s, 91,62 % on Enterface05, and 93,53 % on CK+. Thampi et al.(25) 

introduced MLARE (Meta Learning Approach to Recognize Emotions), employing a Siamese network on their 
AED-2 dataset. By utilizing state-of-the-art one-shot learning techniques, they achieved 90,6 % overall average 
accuracy in emotion recognition. Soh et al.(26) proposed two methods for optimizing spectral coefficients, 
integrating them into spectral features. Method 1 optimizes discrete spectral features, while method 2 employs 
the Berlin Emotional Database, including MFCC, LPC, LPCC, PLP, and RASTA-PLP features, with a SVM classifier. 
Experimental results show that increased coefficient numbers enhance voice emotion recognition performance. 
Comparing accuracies, Method 1 improved by 2 %, and Method 2 by 4 % over previous methodologies.
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METHOD

Proposed Methodology for Emotion Recognition 
Figure 1 introduces a new method for emotion recognition in walking videos sourced from,(19) covering 

happiness, sadness, and anger. We use adaptive thresholding to improve skeletonization and feature extraction, 
extracting a relevant region of interest. After extraction, we skeletonize frames and extract weighted descriptors 
like local binary patterns, local ternary patterns, and local optimal oriented patterns. Incorporating a ResNet 
101-based texture feature, we combine it with weighted descriptors and skeletonized frames. We concatenate 
features and utilize augmented trickster coyote optimization for effective feature selection. These features 
feed into a federated learning-based BiLSTM classifier, with weights optimized using the proposed approach. 
Finally, we compare trained model outcomes with test data to predict emotions during walking.

Figure 1. Method for emotion recognition in walking videos

Adaptive Thresholding-based ROI extraction 
Adaptive thresholding segments images by assigning foreground and background values based on intensity 

levels. It computes threshold values for smaller image regions, generating a binary image. Careful management 
of movable subjects, background removal, noise, and occlusion is vital for efficient localization in each frame 
with dimensions: NxMX3  

Image skeletonization
Skeletonization aims to outline objects accurately by capturing their fundamental shape. It reduces the 

foreground portion of the initial image to the core essence, providing a common and organic method for 
predicting human sentiments through sequences of joint positions.
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Weighted feature descriptors
The weighted feature descriptors amalgamate characteristics such as the LDP, LTP, and LOOP, incorporating 

them into the overall dimensionality of NxMx3 for each frame dimension as NxMx1.

Local directional pattern (LDP)
For efficient emotion recognition from walking videos, the LDP feature is extracted from video frames. Each 

pixel is assigned a code, and the resulting LDP-encoded image is split to generate histograms for each region. 
The final descriptor is created by concatenating region histograms with dimensions of NxMx1 

Where the pixel of an image is denoted as(ih, jh) with the threshold as q, the kirsch response of the 
neighbouring pixel is denoted as uc  and the highest kirsch activation function is represented as uq  with the 
kirsch mask as u.

Local ternary pattern (LTP)
Building upon enhancements to the local binary pattern, the local ternary pattern was conceived with a 

consistent threshold value, and the pixel thresholds were allocated distinct triadic values 1,0,-1

In image processing, designate the central pixel’s grayscale value as vh, while the grayscale value of the 
adjacent pixel is indicated as vc, taking into account a specified threshold value q. The central pixel within an 
image is identified as h, and the neighbouring pixel is referred to as c 

Local optimal oriented pattern (LOOP)
The LOOP functionality has the potential to nullify the assigned value of the constant threshold, contingent 

upon the pixel within an image in the context of the LDP feature. Specifically for the pixel (ih,jh), the LOOP 
attribute is denoted as follows:

ResNet-101
To classify images based on walking patterns, preprocess the region of interest and input it into the ResNet 

network, particularly ResNet-101, which enhances accuracy by mitigating issues like vanishing gradients. 
ResNet-101 efficiently extracts texture-based features, surpassing methods like LBP and LDP in accuracy and 
computational efficiency. Its design, with skip connections and interconnecting filters, enables rapid learning 
without increasing error rates. By utilizing activations from previous time steps, it mitigates vanishing gradient 
issues. The output feature vector is derived from the Fc-1000 layer, ensuring accurate classification. 

Feature Concatenation
The feature concatenation process seamlessly combines features from skeletonized ResNet 101 and weighted 

descriptor ResNet 101, preserving all original data information. These features feed into a federated learning 
BiLSTM classifier, optimized by an augmented trickster coyote optimizer for improved emotion recognition. This 
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optimizer minimizes parameters, enhancing model efficiency. Both training and test videos are used for training 
and validation, aiming to boost classification accuracy and identify patterns. The trained model undergoes 
evaluation with dedicated datasets to gauge accuracy.

Proposed Augmented Trickster Coyote Optimization Based Feature Selection
Augmented Trickster Coyote Optimization (ATCO) combines the traits of the trickster coyote and Maine coon 

for feature selection. This metaheuristic algorithm emphasizes opinion-sharing and social dynamics, diverging 
from norms. By integrating the Maine coon’s cleverness, ATCO overcomes computation time and exploration 
limitations, bolstering its effectiveness.(17,18)

Mathematical modelling of augmented trickster coyote optimization
Modifications in the resolution variables z are used to model how the optimization will change according on 

the social context and trickster coyote’s fitness. As a result, the social position of the resolution parameters 
be appropriate to the TCth coyote in the ath pack at the Tth time is expressed as follows, and these variables 
primarily fall under the target of the objective function.

Initialization
Based on the social context, the global coyote trickster population is determined through random processes. 

Equation 10 yields distinct random values generated for TCth
  trickster coyote within the ath pack, operating at 

a specific dimension of g.

In social dynamics, the gth resolution parameter serves the purpose of denoting the respective upper and 
lower boundaries Lg and Ug in the social context SD respectively.

Random origination
The dimension of the search space is assumed as Q and the generated actual random number is denoted as 

Rg within the range of [0,1] developing the random possibility. After the random generation of the possibility, 
the trickster coyote’ variation with their corresponding social situations are estimated and given as:
     

The trickster coyotes are distributed in the pack at random, so they could leave the group and end up 
alone rather than joining them. The number of trickster coyotes that can be removed from the pack with a 
probability of Gd depends primarily on the maximum number of trickster coyotes that can be removed from the 
pack from the overall population:

Suppose that the condition ETC ≥√200 probability Gd considers a value greater than one, although the overall 
population’s significant range of trickster coyotes is thought to be 14 in every pack. The population-wide 
optimization that has been established as increased cultural behavior as well as interactions with trickster 
coyotes.
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Solved minimization issue
The two lambdas serve as the pack leaders with in traditional subspecies, however the trickster coyote group 

only considers one λTC from every pack of the overall population due to their best environmental adaptation 
characters. The ath pack λ at the Tth time is stated as follows to resolve the minimization issue as a result:

Sharing information
Due to the exhibition of smart behaviour that has an effect on preserving the total pack and spreading social 

conditions, the trickster coyote is appropriately constructed. The information disseminated by the trickster 
coyote is compiled to calculate the pack’s learning process, which is reported as:

For each parameter g in the range [0,Q], the social grading of every trickster coyote in the ath pack at Tth 
time is given as Sa,t. Which implies that social grouping of the pack is taken into account when calculating the 
social condition of every trickster coyote in a particular pack.

Age Computation
Birth and death are the two main biological processes that can be used to calculate the trickster coyote’s 

age by using the years, which are denoted by the variable: 

A) 
,a

TC
ΤΑ ∈ℵ   

The two parent’s combined social situations that make up the newborn trickster coyote’s age were randomly 
chosen with the environmental inspiration that is formulated as:

Where, the two randomly chosen parameters of g1 and g2 are represented by the two trickster coyotes R1 
and R2, in ath pack. The different probabilities that appear are combined and spread in the same way as Ge 
and Gm with random parameters. The generated random variable with the even probability is described as rg 
in the interval [0,1] and is represented as kg in the gth

 dimension, inside the resolution variable. The scattered 
likelihood of the trickster coyote in the pack and the union are the two main factors that affect the trickster 
coyote’s intellectual variance in the optimization. As follows are descriptions of the union probability and the 
scattered probability:

The identical results are influenced by the term Ge for both the parents.

Consider that the trickster coyote in the pack is primarily impacted by factors α1 and α2, the first one 
RTC1 denotes variability of the trickster coyote relative to the other trickster coyotes with in pack in terms 
of culture, and the second one RTC2 denotes variability of the trickster coyote relative to the pack’s cultural 
potential. Random selection methods α1, α2, and uniform distribution chosen the trickster coyote.
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The modified social position of the trickster coyote is expressed in the following equation by utilizing the 
factors α1 and α2.

The general modified social position of the trickster coyote is standardized by integrating the new different 
parameters like the velocity of coyotes and the distance factor, which is the distance between the prey as well 
as the trickster coyote. Thus, the equation 20 is modified and is expressed as:

Where the distance between the prey and the trickster coyote is denoted as DP,TC velocity of the trickster 
coyote is denoted as V, the social context of the Maine coon is denoted as SDMC

a,T. The random number is 
denoted as w1 of the Maine coon, y1 is denoted as constant, and the personal best solution is denoted as W.

In the uniform distribution, the random numbers are denoted as R1 and R2 within the interval of [0,1] and 
the modified social position is expressed as:

The tendency of the trickster coyote is identified by equation 24 depending on the attained previous position, 
and is expressed as:

The trickster coyote, while adept at sharing perspectives, lacks the speed for effective hunting in modern 
social conditions. Incorporating the Maine coon’s speed counteracts this limitation, preventing the algorithm 
from getting stuck in local optima. By integrating both velocities, the augmented trickster coyote optimization 
achieves flexibility, rapid convergence, and reliable outcomes. This study enhances optimization by merging 
Maine coon and trickster coyote velocities, fine-tuning classifier hyperparameters for superior performance.
The pseudo code for the developed augmented trickster coyote optimization is labeled in algorithm 1.

Algorithm 1. Augmented trickster coyote optimization

S. No Pseucode
1.

Input: 
2.

Output: 
3. Initialization
4.

5. After random origination
6.

https://doi.org/10.56294/saludcyt20241114
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7. Solved minimization issue
8.

9. Sharing information
10. If ETC odd
11.

12. otherwise
13.

14. Age computation
15. If g=g1 
16.

17. else g=g2 
18.

19. otherwise 
20.

21. Update social position
22. By integrating the velocity of Maine coon
25. End while

The federated deep BiLSTM classifier utilizes concatenated features, optimized via augmented trickster 
coyote optimization, to enhance performance. This novel approach minimizes parameters while maximizing 
efficiency. Effectiveness is assessed using both training and test videos, with training aimed at performance 
enhancement and pattern discovery. The model undergoes evaluation using dedicated datasets.

RESULTS AND DISCUSSION
The emotion recognition system, employing the trickster coyote-based FL-BiLSTM, is implemented in Python 

on a Windows 10 OS with 8GB RAM. Utilizing the “EWalk (Emotion Walk)” dataset, labeled gait expressions are 
analyzed to determine emotions from video recordings. Efficiency is evaluated based on three performance 
measures.

Accuracy: the percentage of real positive and negative responses across all samples can reliably predict a 
person’s emotional state.

Sensitivity: the ratio of accurate emotion classification to the total of accurate and misclassified cases 
determines the proposed method’s sensitivity.
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Specificity: the ratio of accurate true negative identification to all true negative and false-positive cases is 
used to calculate the specificity of the developed approach.

Performance analysis based on k-fold
Figure 2 depicts the performance of the trickster coyote-based FL-BiLSTM in accuracy, sensitivity, and 

specificity across different k-fold values. Figure 2a), accuracy peaks at 96,808 % at k-fold 10 after 100 epochs. 
Figure 2b) illustrates sensitivity at 96,641 % for k-fold 9, after 100 epochs. Finally, figure 2c) displays specificity 
reaching 96,506 % for k-fold 8, after 100 epochs.

A)

B)

C)
Figure 2. Performance based on k-fold a) accuracy b) sensitivity c) specificity

https://doi.org/10.56294/saludcyt20241114

 9    Jain P, et al

https://doi.org/10.56294/saludcyt20241114



https://doi.org/10.56294/saludcyt20241114

CONCLUSION
This paper introduces a novel method for emotion recognition from gait data, leveraging an FL-BiLSTM 

network optimized with an augmented trickster coyote algorithm. Evaluation on diverse datasets demonstrates 
high accuracy, sensitivity, and specificity, enhancing feature selection and classification optimization for real-
world applications in human-computer interaction and healthcare.
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